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ABSTRACT 

This paper investigates asymmetries in volatility connectedness among 

the G7 stock markets. Using daily realized semi-volatility indices, obtained 

from intra-day data, we provide ample evidence for the asymmetric 

volatility connectedness. We find that the impact of bad volatility strictly 

dominates that of good volatility in generating connectedness across 

financial markets. In particular, the global financial crisis and the European 

debt crisis have witnessed most influential episodes of volatility 

connectedness. We also discuss that the effect of the US stock market on 

other countries has been largely due to bad volatility. 
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1. Introduction 

There is a long tradition in finance that stock prices tend to fall simultaneously, whereas 

they rise independently. A large body of finance literature has also discussed that 

volatility tends to rise (or fall) in response to “bad” (or “good”) news. This type of 

empirical phenomena is often referred to as asymmetric or leverage volatility. 1  As 

asymmetric patterns in transmission mechanism of financial markets have an important 

implication on portfolio diversification and risk management strategies, the presence of 

asymmetric spillover may pose a challenge for investors. Hence, there have been many 

attempts to capture asymmetric connectedness across financial markets. 

The GARCH-type models have been widely used as a formal econometric approach to 

empirical analysis on measuring volatilities in financial markets. As for the asymmetric 

volatility correlation, the EGARCH model of Nelson (1991) and the GJR specification of 

Glosten et al. (1993) have long been adopted in financial literature. As discussed in 

Bekaert and Wu (2000) and Wu (2001), the presence of asymmetric volatility is most 

apparent during stock market crashes when significant increases in market volatility are 

often led by a big drop in stock prices. 

In multivariate framework, Cappiello et al. (2006) proposed asymmetric generalized 

dynamic conditional correlation model to explain asymmetric conditional correlations 

and variances. A few examples of empirical studies on the asymmetric volatility 

transmission include Koutmos and Booth (1995), Booth et al. (1997), Lee and Hong 

(2009), and Gjika and Horváth (2013). 

While the GARCH-type model has been most often used to estimate volatility of 

                                                 

1 Black (1976) is considered as the seminal work on this issue. Other papers on the asymmetric effect 
include Christie (1982), French et al. (1987), Engle and Ng (1993), Karolyi and Stulz (1996), Bekaert and 
Wu (2000), Longin and Solnik (2001), Ang and Chen (2002), Bae et al. (2003), and Hong et al. (2007). 
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financial data, it is not useful in capturing the spillover dynamics in multivariate framework. 

Recently, Diebold and Yilmaz (2012, 2014) developed the connectedness methodology, 

which is a unified framework for conceptualizing and empirically measuring the network 

connectedness at a variety of levels. Hence, many authors have employed the methodology 

in investigating connectedness across various markets and countries.  

For instance, Tsai (2014) and Yarovaya et al. (2016) discussed the connectedness among 

stock markets, and Antonakakis (2012) and Chang (2013) applied this approach to the forex 

markets. Claeys and Vašíček (2014) and Ahmad et al. (2018) considered the bonds market, 

and Lee and Lee (2018, 2019a) examined the housing markets. In addition, the 

connectedness across different asset-class markets is also discussed in Diebold and Yilmaz 

(2014), Liow (2015), and Lee and Lee (2019b), among others. These studies mainly 

suggested that connectedness in return or volatility is time-varying and crisis sensitive.  

Given that the last decades have experienced large perturbations in the financial 

markets, such as the global financial crisis and the European debt crisis, a significant body 

of literature has emerged on the connectedness dynamics across financial markets. While 

the presence of asymmetric volatility in financial data has been well recognized in the 

literature since the seminal work of Black (1976), asymmetries in volatility 

connectedness still remain in an early stage. As discussed in Garcia and Tsafack (2011), 

a proper quantification of such asymmetries is highly relevant to portfolio selection and 

risk management strategies.  

Meanwhile, the availability of high-frequency data has opened new avenues for 

volatility analysis on financial markets. For instance, Andersen and Bollerslev (1998) 

introduced a robust measure for the actual market volatility, called the realized volatility. 

Barndorff-Nielsen et al. (2010) proposed realized semi-variance that decomposes the 

volatility measures into good and bad volatilities caused by positive and negative returns, 
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respectively. Segal et al. (2015) defined bad (good) uncertainty as the volatility that is 

associated with negative (positive) innovations to quantities such as in output and return. 

Using the Diebold-Yilmaz connectedness approach, several studies investigated asymmetry 

in volatility connectedness across the financial markets. Baruník et al. (2016) examined 

asymmetries in volatility spillovers that emerge from good and bad volatilities. Based upon 

the spillover asymmetry measures, Baruník et al. (2017) presented evidence for dominating 

asymmetries of bad volatility over good news in spillovers across the major forex markets. 

Caloia et al. (2018) examined five EMU stock markets, and Wang and Wu (2018) and Xu et 

al. (2019) discussed the asymmetric relationship between oil and stock markets.  

In this paper, we investigate the asymmetric volatility connectedness among the G7 stock 

markets. In particular, we assess the magnitude of asymmetric connectedness measures 

and the dynamic patterns of their transmission mechanisms. This work is related to 

BenSaïda (2019), which also examined the asymmetric connectedness among the G7 stock 

markets. However, we use high frequency realized measures, whereas BenSaïda (2019) 

inferred the volatility measure from the GJR-GARCH model. The use of high frequency 

data might improve the estimation of dynamic volatilities, and the availability of realized 

measures can provide more accurate forecasts (Hansen and Lunde, 2011). In fact, realized 

semi-variance (RS) measures are a more accurate estimator for current latent volatilities 

than those derived from the GARCH-type model. 

We proceed as follows. Section 2 discusses the methodology employed in this study. 

Section 3 describes basic characteristics of the data. Section 4 presents the empirical results, 

and discusses their implications. A brief summary and concluding remarks are provided in 

Section 5. 
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2. Empirical methodology 

In this section, we briefly discuss the asymmetric connectedness methodology. We first 

introduce the concept of realized variance and semi-variances measures. We then explain 

the connectedness indices, and describe how to estimate asymmetries in volatility 

connectedness.   

2.1 Realized variance and semi-variance 

Following Andersen and Bollerslev (1998), the realized variance (RV) can be defined 

as the sum of intraday squared returns, which can be derived as follows: 

                                                  =  ∑    ,                         (1) 

where     denotes the intraday returns at five-minute intervals.  

In order to analyse the asymmetric effects in volatility, Barndorff-Nielsen et al. (2010) 

introduced the measure of realized semi-variance (RS), which can separate positive and 

negative movements in financial time series. The positive and negative realized semi-

variances (RS+ and RS–) are defined as follows: 

                                                 RS + =  ∑ І( ≥ 0)       (2) 

                                                 RS – =  ∑ І( < 0)  ,     (3) 

where  (∙)   denotes the indicator function. The positive and negative realized semi-

variances provide the information on upside opportunity and downside risk of the 

underlying variable, respectively.  

Note that the sum of positive and negative realized semi-variances is always equal to 

the realized variance (i.e., RV t  = RSt
+ + RSt

–). By using the realized semi-variances, we 

can estimate the volatility connectedness measures due to good or bad volatilities, and 

then quantify asymmetries in volatility connectedness across different financial markets.  
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2.2 Connectedness approach 

In order to measure connectedness, we use the generalized variance decomposition 

approach as discussed in Diebold and Yilmaz (2012, 2014). The main advantage of the 

generalized method is to obtain the connectedness indices which are robust to the variable 

ordering. For a covariance stationary m-variable VAR (p) process:     =  ∑ Φ +  ε   with ε  ~ (0, Ω),  

we have a moving average representation: 

  =  ∑  .  

Here   ×   coefficient matrices   are derived as:  =  Φ +  Φ + ⋅⋅⋅+ Φ with A =  and  = 0 for  < 0.   

The h-step-ahead forecast error variance decompositions are computed as: 

                                                   =   ∑  (  )∑  (   )  ,     (4) 

where  is the variance matrix for the error vector ε,   is the variance of ε , and  is 

the selection vector with i th element unity and zero otherwise. Since ∑  ≠ 1, we 

normalize each entry by the row sum: 2  

  =  ∑   .     (5) 

By construction, it holds that  ∑  = 1 . Equation (5) represents a pairwise 

directional connectedness  , from market j to market i (at horizon h), from which we 

can derive various connectedness measures. By denoting   as ←, we can explicitly 

indicate the direction of connectedness. We are also interested in the net pairwise 

directional connectedness, defined as: 

  =  ←  ‒ ←     (6) 

                                                 

2 Although this row normalization scheme may lead to inaccurate measures of the net connectedness, as 
discussed in Caloia et al. (2018), it is most often used for interpretative purposes.  
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Next, the total directional connectedness has two measures: “from” and “to”, which can be 

obtained as the off-diagonal row sum and column sum, respectively. The total directional 

connectedness received from others to i can be defined as: 

 ←• =  ∑ ,  .     (7) 

Similarly, the total directional connectedness to others from i can be computed as:  

 •← =  ∑ , .     (8) 

Sometimes, we are also interested in net total directional connectedness defined as the 

difference between the “to” and “from” others:    

  =  •← ‒ ←•.     (9) 

The total connectedness is the ratio of the sum of the off-diagonal elements of the variance 

decomposition matrix to the sum of all its elements. 

  =  ∑ ,∑ , =  ∑ ,      (10) 

2.3 Asymmetric volatility connectedness 

In order to estimate the asymmetric connectedness measures due to good and bad 

volatilities, we use the decomposed  indices: positive and negative semi-variances ( 

and ). In this case, the asymmetric connectedness can be obtained in two ways. First, 

we can estimate two separate VAR models for positive and negative semi-variances, as 

examined in Baruník et al. (2016). Second, we can use a single VAR system that combines 

both positive and negative semi-variances, as discussed in Baruník et al. (2017). 

  (1) Connectedness asymmetry measures (CAM ) 

In order to capture the degree of asymmetries for individual market i, we can use the 

directional connectedness asymmetry measure (CAM) as discussed in Baruník et al. 
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(2017). The directional CAM for individual market can be defined as the difference in 

responses to good and bad volatility shocks from market (or country) i to other markets. 

                           •←i =   •←i −    •←i         (for i = 1,⋅⋅⋅, )          (11) 

Here,  •←i  and    •←i  indicate the total directional connectedness to others from i for good 

and bad volatilities, respectively. This measure can be used to examine asymmetries in 

volatility connectedness for a given market. 

We can also quantify asymmetries in volatility connectedness for the whole system, by 

using the total directional CAM, which can be defined as the difference between volatility 

connectedness measures due to positive and negative returns from all markets (or countries) 

in the VAR system: 

                            =  ∑ ( •← −   •←  ).                     (12) 

The total directional  is useful in characterizing the asymmetric pattern in volatility 

connectedness for the whole market system under investigation. For instance, the case for   = 0 denotes that RS + and RS –  have the same degrees of connectedness with no 

asymmetric effects. Otherwise, there are connectedness asymmetries. In particular, a 

negative  indicates that the volatility connectedness from bad news is larger than 

that from good news. 

(2) Total connectedness for semi-variance  

When we use a single VAR system, by stacking both positive and negative semi-

variances, we need to adjust the total connectedness measure in equation (10), as 

proposed in Baruník et al. (2017). That is, besides the main diagonal elements ( = ), 

we need to exclude the cases for | − | = , which denote own market connectedness 

between good and bad volatilities. 

   = ∑ ,,  ||         (13) 
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This measure of total connectedness represents the degree of connectedness across 

different financial markets, when the realized variance (RV) is decomposed into RS + and 

RS –  series. 

3. Data and descriptive statistics 

We use daily observations on realized semi-variances, obtained from intra-day returns 

for the G7 stock markets: S&P 500 (US), S&P/TSX (Canada), FTSE 100 (UK), CAC 40 

(France), DAX (Germany), FTSE MIB (Italy), and Nikkei 225 (Japan). The data span 

from May 2, 2002 to July 31, 2019, with a total of 4486 daily observations, available on 

the Oxford-Man Institute’s Quantitative Finance Realized Library.3 The Realized Library 

provides 5-minute sampled realized variance and semi-variances. When the market 

indices are not available due to holidays, the same indices as the previous days are used. 

Figure 1 displays the time series plots of the realized volatility for the G7 stock markets. 

We can see highly persistent patterns in volatility dynamics with huge jumps in all 

volatilities around the global financial crisis period. 

Figure 1. Time series plot of daily realized volatility 
Note : The figure shows the time variations of the G7 stock market volatilities from May 2, 2002 to July 31, 2019. 

                                                 

3 https://realized.oxford-man.ox.ac.uk 
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Following Andersen et al. (2003), we use the log-transformation to obtain approximate 

Gaussian measures. Table 1 presents the descriptive statistics for the log realized volatility, 

positive and negative log semi-volatilities. Notice that most of the volatility series seem to 

follow approximate Gaussian processes. As expected, the standard deviations of negative 

semi-variances are higher than those of positive semi-variances for all the G7 stock markets. 

 
Table 1. Descriptive statistics for log RV, log RS +, and log RS – 

 
US Canada UK France Germany Italy Japan 

Panel A : log RV       
 

Mean -9.994  -10.291  -9.747  -9.549  -9.443  -9.579  -9.762  
Max -4.860  -3.527  -4.547  -5.274  -5.136  -5.245  -5.736  
Min -13.618  -13.244  -13.529  -12.352  -12.394  -14.083  -12.441  
Std. dev 1.155  1.090  1.029  0.994  1.038  0.980  0.920  
Skewness 0.468  0.906  0.608  0.456  0.513  0.406  0.429  
Kurtosis 3.406  4.574  3.507  3.170  3.352  3.086  3.751  
Panel B :  log RS +        

Mean -5.362  -5.521  -5.243  -5.135  -5.085  -5.158  -5.256  
Max -2.734  -1.787  -2.975  -2.927  -2.756  -3.064  -3.220  
Min -7.056  -7.081  -7.198  -6.555  -6.612  -7.246  -6.657  
Std. dev 0.583  0.554  0.525  0.497  0.517  0.491  0.473  
Skewness 0.495  0.862  0.607  0.461  0.533  0.424  0.394  
Kurtosis 3.465  4.528  3.458  3.240  3.502  3.186  3.615  
Panel C :  log RS –        

Mean -5.404  -5.576  -5.289  -5.141  -5.097  -5.152  -5.263  
Max -2.824  -2.682  -2.360  -2.883  -2.802  -2.778  -3.052  
Min -7.656  -7.225  -7.037  -6.827  -6.617  -7.588  -6.752  
Std. dev 0.627  0.605  0.568  0.529  0.559  0.525  0.504  
Skewness 0.429  0.802  0.604  0.395  0.442  0.305  0.377  
Kurtosis 3.299  4.191  3.418  3.052  3.143  3.016  3.686  

4. Empirical results 

In this section, we first estimate the usual symmetric connectedness measures, using 

the   indices of the G7 stock markets. We then extend the framework to examine 

asymmetries in volatility connectedness across different financial markets. In order to 

assess time-varying aspects of the asymmetric connectedness, we also employ the rolling- 

sample estimation with 250-day windows.  

4.1 Full-sample analysis 

(1) Symmetric volatility connectedness analysis 
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Table 2 presents the estimation result on the full-sample (symmetric) volatility 

connectedness among the G7 stock markets. The results are based on VAR (5) model, 

selected by the Schwarz information criterion, and ten-day ahead forecast error variance 

decompositions are used. 

Table 2. Symmetric volatility connectedness table 
 

US Canada UK France Germany Italy Japan From 
US 40.90  15.36  9.67  12.41  11.44  8.23  2.00  59.10  
Canada 20.94  47.44  9.07  8.60  6.82  5.86  1.28  52.56  
UK 16.36  10.22  29.54  16.82  14.08  10.90  2.08  70.46  
France 13.26  7.22  11.57  28.24  20.31  17.96  1.44  71.76  
Germany 12.53  6.13  10.29  21.76  32.02  15.52  1.74  67.98  
Italy 11.04  6.25  8.17  20.83  16.41  36.31  0.99  63.69  
Japan 12.32  7.24  6.24  7.48  6.87  4.66  55.18  44.82  
To 86.45  52.42  55.01  87.90  75.93  63.12  9.53  430.36  
Net 27.35  -0.14  -15.45  16.13  7.95  -0.56  -35.29  61.48% 

 
As for the diagonal elements of the connectedness matrix in Table 2, the Japanese stock 

market shows the highest own variance share (55.18%), followed by the Canadian market 

(47.44%).  Notice also that Japan shows the lowest “to” and “from” connectedness (9.53% 

and 44.82%, respectively). These results suggest that the Japanese market plays a very 

limited role in generating connectedness among the G7 stock markets. 

As regards the off-diagonal elements concerning the pairwise connectedness measures, 

European countries such as France, Germany, and Italy show relatively high 

connectedness with each other. The highest pairwise connectedness measures are 

observed between France and Germany (21.76% and 20.31%), which are similar to those 

presented in Diebold and Yilmaz (2015, Table 4.5). These results indicate a relatively 

strong tie between the two neighbouring stock markets. In terms of “to” connectedness, 

the French stock market turns out to show the highest connectedness (87.90%), followed 

by the US market (86.45%). The “from” connectedness of France is also the highest 

(71.76%), followed by UK (70.46%).  
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The net total directional connectedness measures (“to”  – “from” others) vary substantially 

across countries. The US market has the highest net connectedness (27.35%), followed by 

the French market (16.13%), indicating that these countries are net transmitters of stock 

market volatilities. Contrarily, Canada and Japan show negative net connectedness measures 

(-0.14% and -35.29%, respectively). The total connectedness is 61.48%, indicating that 

38.52% of the variations are due to idiosyncratic shocks. Overall, the connectedness 

among the G7 markets seems quite high. Similar observations were discussed in Diebold 

and Yilmaz (2015), although they examined the connectedness measures of financial 

markets from different combinations of countries and asset classes.   

(2) Semi-volatility connectedness analysis  

In order to analyse the asymmetric connectedness, we first estimate two separate VAR 

models for the decomposed RV indices (i.e., positive and negative semi-variances: RS + 

and RS – ). Table 3 presents the estimation results on semi-volatility connectedness 

measures for the G7 stock markets. The results are based on VAR (5) model for the 

forecast-error variance decompositions with ten-day horizon. 

Table 3. Semi-volatility connectedness table 
 US Canada  UK  France Germany Italy Japan From 
Panel A : RS +        
US 41.94  12.02  6.36  15.26  12.14  10.11  2.17  58.06  
Canada 20.50  47.28  6.84  9.70  6.95  6.71  2.02  52.72  
UK 15.35  7.55  32.25  17.87  13.62  11.14  2.22  67.75  
France 12.12  4.19  8.47  32.84  21.11  20.30  0.97  67.16  
Germany 11.17  3.45  7.73  23.84  35.58  17.06  1.17  64.42  
Italy 9.30  3.26  5.56  23.28  16.86  41.31  0.44  58.69  
Japan 10.24  4.41  3.27  7.46  6.37  4.46  63.78  36.22  
To 78.68  34.90  38.22  97.40  77.05  69.78  8.98  405.01  
Net 20.61  -17.82  -29.52  30.24  12.63  11.09  -27.24  57.86% 
Panel B : RS – 

       

US 36.84  16.53  11.95  12.64  11.88  8.54  1.63  63.16  
Canada 20.21  40.78  11.44  10.26  8.52  7.61  1.19  59.22  
UK 15.37  11.38  28.07  17.00  14.34  11.43  2.41  71.93  
France 13.15  8.83  14.69  26.35  19.49  16.22  1.27  73.65  
Germany 13.02  8.05  13.46  20.82  28.79  14.36  1.50  71.21  
Italy 11.52  8.45  11.99  19.39  15.85  31.95  0.85  68.05  
Japan 12.35  8.81  9.27  6.85  6.47  4.28  51.97  48.03  
To 85.62  62.05  72.80  86.96  76.56  62.44  8.85  455.26  
Net 22.45  2.82  0.87  13.30  5.34  -5.61  -39.18  65.04% 
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We can see that the difference between the total connectedness measures of good and 

bad volatilities is noticeable, which indicates the presence of the asymmetries in volatility 

connectedness. Such a difference might be called the total CAM (connectedness 

asymmetric measure). Here, the negative value of   = -7.18% (57.86% - 65.04%) 

indicates that cross-market linkages tend to strengthen when stock markets are under 

downside risk, compared to the case when stock markets show upside variation. This 

interesting result cannot be observed when we use only the realized volatility indices. 

Given the (symmetric) total connectedness measure (61.48%) in Table 2, we can 

conjecture that the total connectedness for positive volatility (57.86%) tends to be over-

estimated, whereas that for negative volatility (65.04%) is under-estimated, when the 

potential asymmetries are not properly considered.  

 (3) Asymmetric volatility connectedness analysis 

The result on the semi-volatility connectedness in Table 3 is useful in examining 

asymmetries in volatility connectedness. However, the analysis does not consider 

asymmetries in cross-market connectedness (i.e., between good and bad volatility). In 

order to address this issue, we estimate the asymmetric volatility connectedness by 

combining both positive and negative semi-variances in a single VAR system, as 

discussed by Baruník et al. (2017). 

Based upon the asymmetric volatility connectedness in Table 4, we can distinguish 

how good and bad volatilities of individual market propagate across other markets. The 

total asymmetric connectedness measure is 61.61%, which is quite similar to the total 

symmetric connectedness measure (61.48%) in Table 2. Notice here that besides the main 

diagonal elements, the cases for | − | =   are also excluded, as they indicate own 

market connections between good and bad volatilities. All excluded numbers are 

highlighted in bold, and we sum (2m – 2) numbers for every column.  
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Table 4. Asymmetric volatility connectedness table 

 

The “to” connectedness shows that the effects of bad volatilities are much larger than 

those of positive volatilities for all the G7 stock markets. Note also that the net 

connectedness measures of all bad volatilities are plus, except for Japan.4  This result is 

consistent with the symmetric connectedness analysis in Table 2, which indicates a 

limited role of the Japanese stock market among the G7 countries. As for the pairwise 

connectedness, the US bad volatility is the only case with positive net pairwise 

connectedness vis-à-vis all other markets. These results can serve as further evidence that 

bad volatility dominates good volatility in most financial markets. 

In order to directly compare the result in Table 4 with the connectedness indices in 

Table 2, we aggregate the measures in Table 4 at country level, by summing up each 

country’s good and bad connectedness measures. In this case, we normalize each row 

entry by two. Table 5 presents the cross-country connectedness measures. Given that the 

                                                 

4 Note here that the Japanese own market connectedness between good and bad volatilities displays 
dominating bad-to-good directional connectedness (22.07%) over good-to-bad connectedness (8.62%) in 
Table 4. However, the net connectedness of bad volatility  for Japan is negative (-32.05%), because Japan 
is the largest net recipient of stock market volatility among the G7 countries, as presented in Table 2. 

  RS +  RS –  

    US   CAN   UK   FRA    GER    ITA  JP    US CAN   UK   FRA  GER  ITA  JP From 

RS + 

US 20.15 4.55 1.73 4.02 2.90 2.27 0.23  22.49 10.55 8.51 8.05 7.78 5.36 1.40 57.36 
Canada 9.04 31.30 2.55 2.70 1.87 1.49 0.30  11.95 19.14 6.09 5.05 3.98 3.65 0.89 49.55 
UK 4.04 2.10 19.85 6.13 4.49 3.07 0.44  11.10 7.50 12.82 10.75 8.91 7.45 1.33 67.32 
France 2.76 0.79 2.35 15.28 7.79 7.73 0.07  9.85 6.15 9.70 14.85 11.74 9.80 1.14 69.87 
Germany 2.37 0.69 2.22 9.25 16.81 6.13 0.11  9.59 5.68 8.64 12.58 15.76 8.85 1.33 67.43 
Italy 1.71 0.49 1.15 8.66 5.51 19.54 0.01  8.59 5.81 7.79 12.34 9.96 17.58 0.87 62.88 
Japan 1.68 0.56 0.64 1.81 1.50 1.03 37.47  9.11 6.09 6.11 4.89 4.36 2.69 22.07 40.46 

                  

RS – 

US 5.27 0.92 0.32 2.23 1.56 1.19 0.05  33.42 14.42 10.64 10.72 10.34 7.37 1.55 61.32 
Canada 2.38 3.35 0.49 1.79 0.88 1.20 0.02  18.28  37.22 9.97 8.77 7.90 6.65 1.08 59.43 
UK 1.61 0.51 1.52 4.94 3.02 3.41 0.04  13.15 9.19 24.51 14.14 12.28 9.49 2.19 73.97 
France 1.43 0.31 0.98 7.21 4.11 4.59 0.04  10.75 6.99 11.76 21.64 15.98 13.04 1.16 71.15 
Germany 1.07 0.12 0.57 5.12 6.19 3.54 0.03  10.73 6.75 11.11 17.14 24.08 12.14 1.40 69.73 
Italy 0.80 0.17 0.40 4.36 2.48 9.06 0.01  9.75 6.93 9.68 15.78 13.54 26.17 0.87 64.77 
Japan 1.17 0.35 0.09 1.82 1.07 1.17 8.62  10.91 7.27 7.95 5.98 5.85 3.62 44.12 47.26 

To 30.08 11.57 13.47 52.86 37.17 36.84 1.36  133.76  93.34 107.94 126.19 112.61 90.09 15.21 862.49  

Net -27.28 -37.98 -53.85 -17.01 -30.26 -26.04  -39.10  72.44  33.92 33.98 55.04 42.88 25.32 -32.05 61.61% 
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overall estimated measures in Table 5 seem quite close to those in Table 2, the result 

suggests that the usual symmetric connectedness approach may lead to upward (or 

downward) bias for positive (or negative) volatility.  

Table 5. Cross-country volatility connectedness table 
 US Canada UK France Germany Italy Japan From 
US 40.66 15.23 10.60  12.51  11.29 8.10  1.62  59.34  
Canada 20.83  45.51  9.55  9.16  7.32  6.50  1.15  54.49  
UK 14.96  9.65  29.36  17.98  14.36  11.71  2.00  70.65  
France 12.40  7.13  12.39  29.50  19.81  17.58  1.21  70.51  
Germany 11.88  6.62  11.27  22.05  31.42  15.33  1.44  68.58  
Italy 10.43  6.71  9.51  20.57  15.74  36.18  0.88  63.83  
Japan 11.44  7.14  7.40  7.25  6.39  4.26  56.14  43.86  
To 81.92  52.46  60.71  89.52  74.89  63.47  8.29  431.25  
Net 22.58  -2.04  -9.94  19.02  6.31  -0.36  -35.58  61.61%  

4.2 Dynamic analysis 

The full-sample analysis in the previous subsection provides an “average” aspect of 

connectedness for the whole sample period. However, the connectedness may vary over time 

depending on the economic conditions. The advantage of dynamic analysis is to monitor how 

the degrees of connectedness fluctuate, as evidenced from the GFC which propagated across 

international financial markets. In this subsection, we provide a dynamic analysis by 

estimating 250-day rolling sample windows with ten-day forecast horizon.  

(1) Total connectedness 

Figure 2 presents the time-varying pattern of the total volatility connectedness, 

obtained from 250-day rolling-window samples. The symmetric and asymmetric total 

connectedness measures are based upon the approaches to Table 2 and Table 4, 

respectively. We can see that the two connectedness measures move very close to each 

other with almost the same trends.  

As expected, both of the total connectedness indices have rapidly increased since 2004, 

until they reached a peak around the Lehman Brothers bankruptcy in September 2008. 
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They have since decreased gradually until 2015, although they displayed a few humps 

during some major economic events: the European debt crisis, evolved from bailouts of 

Greece in May 2010, the US credit rating downgrade in August 2011, and the Bernanke 

shock in May 2013. The total connectedness measures displays slight rises during 2015 

and 2016, with increasing uncertainties concerning increases in the US federal funds rate 

and the Chinese stock market crash.  

 
Figure 2. Symmetric and asymmetric total connectedness measures 

Next, we decompose the asymmetric total connectedness into good-to-good, good-to-

bad, bad-to-good, and bad-to-bad connectedness measures. In this analysis, we can 

decompose the 14×14 matrix in Table 4 into four 7×7 submatrices, so that the sum of 

four components is equal to the asymmetric total connectedness. Such a decomposition 

is quite useful in identifying the contribution of each volatility (i.e., good and bad) to the 

overall asymmetric connectedness. 

First, the upper-left 7×7 submatrix in Table 4 can be viewed as the good-to-good 

connectedness (    =  ∑ ,, ). Second, the lower-left 7×7 submatrix is 

concerned with the good-to-bad connectedness (    =  ∑ ∑  ,||  ). 

Similarly, the bad-to-good and bad-to-bad connectedness measures are calculated as:    =  ∑ ∑ ,||   ,    =  ∑ ,, , respectively. 
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Figure 3 displays the decomposed asymmetric total connectedness indices. We can see 

that the connectedness measure for bad-to-bad volatility is the highest, whereas the good-

to-good volatility connectedness is the lowest. This observation suggests that bad volatility 

contributes much more to the total connectedness than good volatility. 

 
Figure 3. Decomposition of asymmetric total connectedness measures 
Note : The good-to-good, bad-to-good, good-to-bad, and bad-to-bad measure, scaled on the left axis, are 

decomposed from the asymmetric total connectedness in Table 4. The asymmetric total 
connectedness is on the right axis. 

 
(2) Connectedness asymmetric measure (CAM) 

We now examine asymmetric features of the connectedness, using the CAM 

(connectedness asymmetric measure) introduced in Section 2.3. We can first define the 

CAM as the difference in the total connectedness between good and bad volatilities, 

obtained from separate VARs in Table 3. Figure 4 displays the time series plot of the 

estimated CAM together with the total good and bad connectedness graphs. It appears 

that the total bad connectedness measures are relatively higher than those of the total good 

connectedness.  

Accordingly, most of the estimates for the CAM are negative, except during the period 

from mid-2008 to mid-2009. This observation suggests that bad volatility strictly 

dominates good volatility in generating connectedness among the G7 stock markets. 

These results seems quite different from those discussed in BenSaïda (2019), which 
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presented negative values for the CAM only during the GFC and the European debt crisis 

(from 2007 to spring 2012). In this paper, we find much stronger evidence for asymmetric 

effects of bad volatility over good volatility.  

 
Figure 4. Connectedness asymmetric measures obtained from separate VARs 
Note : The total good and bad connectedness lines, scaled on the right axis, are obtained from the semi-

volatility connectedness analysis as in Table 3. The estimated CAM is scaled on the left axis. 
 
Figure 4 is based on two separate VAR models for positive and negative semi-

variances. As the above approach does not consider the interaction between good and bad 

volatilities, the result cannot fully capture the asymmetrical effects. Hence, we next 

investigate the degree of asymmetries in volatility connectedness, by using a single VAR 

system for both positive and negative semi-variances. 

Figure 5 displays the time-varying pattern of the CAM series, obtained from the 

combined VAR as in Table 4. We can first notice large negative values of the CAM during 

most periods, suggesting that bad volatility strictly dominates good volatility. Unlike 

Figure 4, however, the CAM reaches its lowest values during the GFC and the EDC 

periods around 2008 and 2012. In this case, as the graphs in Figure 5 are obtained from a 

single VAR containing additional good-to-bad and bad-to-good elements, they are not 

directly comparable with those in Figure 4. In order to make a fair comparison, we 

recalculate the CAM estimates using the difference between the sums of good-to-good 

(upper-left submatrix) and bad-to-bad (lower-right submatrix) elements in Table 4.  
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Figure 5. Connectedness asymmetric measures obtained from a single VAR 
Note : The total good and bad connectedness lines are obtained from the asymmetric volatility 

connectedness analysis as in Table 4. See note to Figure 4.  
 
Figure 6 presents the decomposed CAM indices, obtained from good-to-good and bad-

to-bad semi-variances as in Figure 4. The decomposed CAM displays almost the same 

trend as the CAM indices in Figure 5, although its scale is reduced by about half. Note 

also that the decomposed CAM in Figure 6 shows quite different time-varying patterns 

with a larger amplitude than the CAM series in Figure 4. In this case, we expect that the 

asymmetrical effects are better captured by a single combined VAR than separate VAR 

models. Wang and We (2018) discussed that the CAM is useful in examining whether the 

markets are in an optimistic or pessimistic mood. In particular, the episodes of the GFC 

and the EDC provide good evidence for significant negative values of the CAM with 

dominating pessimistic mood.  

 
Figure 6. Connectedness asymmetric measures from good-good vs bad-bad decompositions  
Note : See note to Figure 5.  
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(3) Directional connectedness asymmetric measures for individual markets  

We can also investigate the dynamics of the directional connectedness asymmetric 

measures for individual markets, which are presented in Figure 7. The graphs are derived 

from a single VAR model as in Table 4.5 Similarly to Figure 6, each country shows negative 

values for the directional CAM for most periods, indicating that the connectedness measures 

for bad volatility strictly dominate those for good volatility during the sample period. In 

particular, the magnitude of the directional CAM of the US is largest among the G7 stock 

markets, whereas Japan shows a much smaller directional CAM than other G7 stock 

markets.  

 
Figure 7. Directional connectedness asymmetric measures for individual markets 

(4) Net connectedness of US 

Given that the US market plays the most important role in the world financial market, this 

subsection examines the net connectedness of the US market. In particular, we focus on how 

good and bad volatilities of the US market propagate to other countries. Figure 8 presents 

                                                 

5 For comparison, the directional connectedness asymmetric measures obtained from separate VAR models 
are presented in the Appendix. 

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

US

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

Canada

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

UK

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

France

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

Germany

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

Italy

-200

-160

-120

-80

-40

0

40

04 06 08 10 12 14 16 18

Japan



20 
 

the net directional connectedness measure of the US. In panel A, net good and bad 

connectedness measures are calculated from separate VAR models as: (∑ , −∑ , )and (∑ , − ∑ , ), respectively. Here, the sum of net good 

and bad connectedness is the net total directional connectedness. It is clearly noticeable 

that the net bad connectedness mainly accounts for most of the net total connectedness, 

whereas the net good connectedness is negative for most periods.  

This result suggests that the spillover effects propagate from bad volatility rather than 

good volatility. In particular, the US bad volatility is the major source of volatility 

connectedness among the international financial markets. However, we need to further 

investigate the net good and net bad connectedness, as they contain cross-market (i.e, 

good-to-bad, and bad-to-good) spillover effects.  

Next, we further decompose the net good and bad connectedness measures into four 

components. In this case, the net connectedness of good volatility is divided into the net 

good-to-good (∑  − ∑  )  and good-to-bad (∑  − ∑  )  measures. 

In a similar fashion, the sum of net bad-to-good (∑  − ∑  ) and bad-to-bad 

( ∑  − ∑  )  measures is the net connectedness of bad volatility. Panel B 

provides additional information on the net connectedness of the US stock market. We can 

see that the major source of positive net connectedness from bad volatility is the net bad-

to-good connectedness. On the other hand, the major source of negative net 

connectedness from good volatility is the net good-to-bad connectedness. These findings 

highlight that the cross-market linkage of bad volatility plays an important role in the 

transmission mechanism of the global systemic risk. 
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Figure 8. Net directional connectedness measures of the US stock market 

5. Conclusion 

This paper investigates asymmetric volatility connectedness among the G7 stock 

markets. In particular, we investigate the magnitude of asymmetries in volatility 

connectedness and their transmission mechanisms. The basic findings can be summarized 

as follows. First, we confirm that the effects of bad volatility strictly dominate those of 

good volatility in generating connectedness across financial markets. Second, the result 

on the full-sample symmetric volatility connectedness suggests that the US stock market 

is the dominant net transmitter of volatility shocks to other stock markets. Third, the 

asymmetric connectedness analysis, based on the semi-variances, also emphasizes the 

dominant role of US in the world financial markets. We also present evidence that the 
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influence of US shocks on other countries is mainly due to bad volatility rather than good 

volatility.  

The dynamic analysis suggests that both the symmetric and asymmetric connectedness 

measures fluctuate substantially over time. The observation that the connectedness measures 

displayed sharp peaks around the GFC and EDC periods, for instance, also indicates that the 

connectedness across financial markets is time-varying and crisis-sensitive. By decomposing 

the total connectedness measures, we present further evidence for bad volatility contributing 

more to the total connectedness than good volatility, which is consistent with earlier results 

in this area that negative shocks lead to larger impacts on other markets than positive ones. 

The results from the connectedness asymmetric measure (CAM) also provide evidence 

that bad volatility plays a dominant role over good volatility in generating volatility 

connectedness across the G7 financial markets. In particular, the impact of US volatility 

shocks on other countries is largely triggered by bad volatility rather than good volatility. 

These findings suggest that bad volatility is the major factor in the transmission 

mechanism of the global systemic risk. As asymmetries in transmission mechanism of 

financial markets may pose a challenge for investors, the results in this paper have an 

important implication on risk management strategies for portfolio diversification. 
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Appendix  
 

In this appendix, we present the directional CAM graphs obtained from separate VAR 

models, which is comparable with those in Figure 7. In this case, a little different picture 

emerges from Figure 7. First, the degree of negativity in Figure A7 is not so significant 

for most countries as observed in Figure 7. Second, France, Germany, and Italy show 

more positive estimates for the CAM, whereas significantly negative estimates are 

observed for all countries (except Japan) in Figure 7. As discussed in the main test, 

however, we should expect that the asymmetrical effects are better captured by a 

combined VAR than separate VAR models. 

 
Figure A7. Directional CAM for individual markets obtained from separate VAR models 
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